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Containers have emerged as a popular technology for edge computing platforms. Although there are varieties of container
orchestration frameworks, e.g., Kubernetes to provide high-reliable services for cloud infrastructure, providing real-time
support at the containerized edge systems (CESs) remains a challenge. In this paper, we propose EdgeMan, a holistic edge
service management framework for CESs, which consists of (1) a model-assisted event-driven lightweight online scheduling
algorithm to provide request-level execution plans; (2) a bottleneck-metric-aware progressive resource allocation mechanism
to improve resource eiciency. We then build a testbed that installed three containerized services with diferent latency
sensitivities for concrete evaluation. Besides, we adopt real-world data traces from Alibaba and Twitter for large-scale
emulations. Extensive experiments demonstrate that the deadline miss ratio of time-sensitive services run with EdgeMan is
reduced by 85.9% on average compared with that of existing methods in both industry and academia.

CCS Concepts: · Networks→ Network services; · Computer systems organization→ Real-time system architecture.
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1 INTRODUCTION

The container is becoming popular for its productivity (e.g., accelerate development, improve consistency across
environments), resilience (i.e., prevent single point failure), portability (i.e., move across nodes), scalability (e.g.,
scale up/down in terms of replica), etc. These beneits are widely recognized by cloud providers [8, 31, 49].
According to Gartner, by 2025, more than 85% of global organizations will be running containerized applications
in production [25].
Edge systems usually hold multiple services for both cloud and end devices. Containerized Edge Systems

(CESs) emerge to provide service isolation and facilitate seamless cloud-edge coordination. Recent edge systems
such as EdgeX [21] and Azure IoT Edge [9] leverage the container as the backbone infrastructure.

Real-time computing is crucial for many CESs use cases:

• Automatedmonitoring and control systems at the edge [41]: Systems taskedwithmonitoring and controlling
infrastructure, equipment, vehicles, and other physical assets at the edge must detect events and adjust
in real time. Delayed detection, response, or control in these environments could have disastrous safety,
operational or economic consequences before the issue or event was remediated from the cloud or a remote
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Table 1. Service specifications under K8s setings, with the HPA and VPA disabled. The one-shot execution time is the stable

average execution time for a specific service.

Speciications/Service LPR VC VD

Quota Range
CPU (Core) [0.8, 1] [6.4, 8] [0.64, 0.8]

Mem (GB) [0.16, 0.2] [0.95, 1.2] [0.14, 0.18]

Replica Limit 10 5 10

One-shot Execution Time (s) 0.75 9.5 0.03

Deadline (s) 0.80 10 0.04

center. Real-time operation using edge CESs is essential for such monitoring and control applications where
rapid local response is imperative.
• Anomaly detection at the edge [47]: Real-time anomaly detection using CESs is needed to promptly detect
and mitigate threats like equipment tampering, component malfunctions, network intrusions, or other
undesirable events in remote environments. Delayed edge detection of such anomalies defeats the purpose
and could allow harm to occur before the issue is observed or addressed.
• AR/VR/XR [39]: AR enabled by CESs could leverage real-time location data, camera inputs and computer
vision to overlay interactive information and objects on the surrounding physical world. Rapid processing
is needed to dynamically respond to a user’s ield of view, location and actions.

In above example cases, failure to meet real-time service constraints is not merely inconvenient but could
profoundly compromise systems at the edge by delaying or preventing rapid autonomous response to urgent
needs.

Provisioning proper amount of resources is the essence of providing real-time support in CESs as the ultimate
goal of existing methods (e.g., priority-based scheduling, resource reservation, determinism, limited preemption,
and interference avoidance [10, 13, 36]) is to make sure that the service can have enough resources (either
CPU cores or others) to inish its request on time. Container engines like Docker provide ine-grained resource
allocation capability via Cgroups [60].
Unfortunately, the ability to allocate resources only is not enough. Because the resource allocation plan is

ixed for a service, which means that when the computing context of this service is changed (e.g., there is a
workload surge or another service with higher-priority is started), the performance degrades. To deal with this
degradation, system operators will have to re-allocate resource manually according to the highly change contexts.
To avoid the tedious manual coniguration, container orchestration frameworks like Kubernetes (K8s) emerge.
K8s can monitor diferent metrics (CPU, memory, etc.) of a service and scale it up/down according to a predeined
threshold set by the user, e.g., ładding two replicas if CPU utilization surpasses 80%". Although K8s can provide
service QoS through container-level dynamic resource allocation, it is still hard to provide request-level real-time
support, especially for services with short tasks (e.g., a few minutes).
An example scenario. Consider a bridge monitoring scenario. At the edge, we deploy three containerized

edge services: License Plate Recognition (LPR), Vehicle Counting (VC), and Vibration Detection (VD). LPR is
executed when there is an important event, e.g., hunting a fugitive’s car. VC runs continuously to provide
statistical information about the vehicle traic on the bridge. VD keeps monitoring if there is an abnormal
vibration happens. They are typical services running in edge nodes to give timely response. The LPR and the
VC service are deployed on edge servers that are closer to the camera; the VD service is deployed on industrial
personal computers at the edge that are closer to the vibration sensors (e.g., accelerometers). Table. 1 shows the
speciications of these services together with the arbitrary deadline settings. We can see that they have distinct
features, e.g., latency sensitivity and resource requirements. Speciically, LPR has both a medium execution
latency (0.75s) and resource requirements (1 CPU, 200 MB memory), VC needs both a large execution latency
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(9.5s) and resource requirements (8 CPU, 1200 MB memory), VD has a small execution latency (0.03s) and small
resource requirements (0.8 CPU, 180 MB memory). According to the survey [65] conducted by Varghese et al.,
which covers 14 edge computing related benchmarks and includes 28 edge services, 85.71% of which are data
analysis service with deep-learning or machine-learning models. The three services are also fall in this category.
In summary, we believe the three services are good representative of services running in edge.

The timeliness of a service can be interpreted as the number of requests that do not miss the deadline of their
belonging services in the long run. Our goal is to provide real-time support for these services. Unfortunately,
existing methods can hardly achieve this goal (detailed discussions see ğ3.2 and ğ8).
Issues and root causes. Issue 1: Request Unawareness. Requests might constantly violate the deadline while

the metric monitor can barely ind out. The cause is two-fold: (1) Requests can easily pile up as many edge
services are single-threaded or have a ixed-size queue. According to the survey conducted by Varghese et al.
[65], 82.14% of the surveyed edge services are single-threaded [17, 29, 69] or queued [58]. The coming requests
can be executed with assigned resource utilization but will sufer from high waiting latency. Nevertheless, K8s
only knows that the resource utilization is under the threshold without worrying about the high deadline miss
ratio of requests. For example, VC is a CNN-based single-threaded service that takes video stream as input and
outputs the vehicle number. When 3 requests come together, the execution time for each of them is 9.5s, 19s (wait
for 9.5s), and 28.5s (wait for 19s) respectively while the resource consumption remains the same. As a result, the
overall deadline miss ratio of VC for these requests is 66.67%. (2) The metric sampling and autoscaling period
are too long in comparison to request processing. K8s is designed for large-scale distributed cloud systems that
host many long-lived services, whose primary concern is stability. K8s is not optimized for short-lived requests,
which requires shorter monitoring periods. A short sync period will lead to unreliable resource metric value and
luctuating replica numbers, which is usually unacceptable. Consequently, requests might constantly miss the
deadline due to the unmatched time scale. For example, the default scheduling and sampling period of K8s is
15s. If we send continuous tasks, say 1 request per 0.01 second, to VD, all 15 requests cannot meet their deadline
before K8s can do anything.

Issue 2: Resource Wastage. K8s autoscaler can horizontally add/remove replica (i.e., horizontal pod autoscaler,

HPA) or vertically increase/decrease the resource quota (i.e., vertical pod autoscaler, VPA) of a service. Unfortu-
nately, the former will consume/release resources in the unit of pods1 and the latter recommends resources only
base on hourly-averaged utilization history, which usually lacks accuracy. For example, say K8s HPA decides
to horizontally scale up LPR (add a replica) when it detects the CPU utilization surpasses 80%. Then resultant
resource consumption will scale from 1 CPU, 0.2 GB memory to 2 CPU, 0.4 GB memory. However, the actual
need to handle more requests of LPR may be 1.5 CPU and 0.25 GB memory. The K8s VPA tries to address this
issue by increasing the CPU and memory quota individually rather than monotonically. Unfortunately, the stale
information it leverages cannot aford to a highly changing environment.

Challenges.Tackling the issues above is not straightforward. The challenge for tackling issue 1: Request modeling
can hardly adapt to a highly dynamic environment. It seems that system operators can simply implement a new
plug-in [1] to detect request arrival for each service and achieve ms-level metric scraping via metric customization.
Speciically, developers can write highly eicient Cgroups metric scraper and integrate it to CESs using K8s APIs
[2, 3] or metric system such as Prometheus [4]. Although system operators can manage to make CESs become
request aware, achieving real-time is still challenging because of the high request rate. Ideally, CESs should be able
to provide real-time support for each service request, which requires highly lightweight but efective mechanisms.
For example, CESs need to know current computing context (e.g., resource utilization), the coming workload
(e.g., request concurrency), the estimated latency of processing these requests given diferent resource allocation
plans, etc. Achieving this is non-trivial because of the requirement of thorough, foreseeable information about

1The pod is the smallest scheduling unit in K8s that contains one or more containers.
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the service workload, resource requirement, and the corresponding latency. However, traditional model-based
works [14, 43, 80] require tons of oline proiling and thus can hardly be adaptable to highly dynamic context
changes (e.g., hardware, application types, and computational intensity).
The challenge for tackling issue 2: The search space of inding suitable resource quota for containerized services

is exponentially large. Developers can also follow their intuition or make thorough proiling to conigure the
computing resources (e.g., CPU, memory) for each service. This straightforward method can be far from optimal
as the developer can hardly know the relationship between the conigured resources and the corresponding
performance [71], which usually leads to over- or under-provisioning [78]. Existing schedulers for containers
[6, 23, 28, 30, 34, 68, 74, 76, 78, 79] allocate resources in coarse-grained (e.g., replica number, CPU cores), which
causes achieve high resource wastage. For example, say the ideal CPU requirement of the VD service is 0.8,
existing methods tend to provision 1 CPU for it, leading to 0.2 CPU core wastage. What is worse, inding the
optimal resource quota for each service is exhaustive if not impractical. If we take a step of 0.1, 50MB in CPU
and memory quota (with the maximum value of 4, 2000 MB, respectively), 1 for replica (with the maximum value
of 10), the total number of possible policies for three services will be: (40 ∗ 40 ∗ 10)3 ≈ 4.1 · 1012.

Our approach. This paper proposes the EdgeMan system with novel techniques to solve the above issues in
CESs by using unique characteristics. For issue 1, we propose a model-assisted lightweight scheduling algorithm
to achieve request-aware decisions. Concretely, we use CES-speciic features to build workload and latency
models, providing accurate near-future information. Given that, we develop a priority-based scheduler to generate
fast but efective decisions. For issue 2, we propose a progressive bottleneck-aware allocation mechanism to
make time- and resource-eicient autoscaling policies. Speciically, we build a gradient-based model to describe
the impact of a resource type. With the above models, we leverage a heuristic algorithm to eiciently search
exponentially large decision space and give reasonable resource allocation policies.

We implement EdgeMan and evaluate its performance extensively. Results show that: (1) EdgeMan can reduce
85.9% deadline miss on average. (2) The resource utilization of EdgeMan is 81.8% higher than that of exiting
works. (3) The policy searching eiciency of EdgeMan is 99.6% faster than that of baselines.

We summarize the contributions as follows:• We propose EdgeMan, a real-time support solution for containerized edge services with both long- and
short-lived tasks. We carefully formulate the problem, which is a mix-integer non-linear programming
problem.
• We develop a request-level event-driven scheduling algorithm and a progressive bottleneck-metric-aware
resource allocation mechanism to solve the request unawareness and poor resource utilization issue.
• We implement the prototype of EdgeMan together with a testbed that installs three latency-sensitive
services. We evaluate EdgeMan through both extensive emulation with two real-world data traces from
Twitter [56] and Alibaba cluster [7] as well as testbed execution.

2 SYSTEM MODEL AND PROBLEM FORMULATION

2.1 System Model

We irst introduce the following notations.

• � , �, � . We use them to denote the set of nodes, communication links, and edge services in the network.
• �, �, �, �� , ��, � , �� . We use �� to denote a node; ��, � indicates if there is a communication link between �� and
� � ; �� denotes a service.
• ��, � . We use ��, � denotes the bandwidth of ��, � .
• Req� , size↑ (�� ), size↓ (�� ). We use Req� to denote the set of requests of �� ; Others represent the attributes
of �� , including incoming and returning data size.
• � (�� ), pri(�� ), rep(�� ). We use them to denote the oloading indicator, priority, replica number of �� .
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• �, C�� , ���� , Q(����), q(����). We use C�� to denote the set of containers of �� on node � and we have∑ |� |
�=1 |C�� | = rep(�� ) for ∀� ∈ ��� ( |� |). Here, we use ��� (� ) to denote {1, ..., � }. ���� is a speciic container

that belongs to C�� , where� ∈ ��� ( |C�� |). Q(����) is the set of resource quota that is assigned to ���� .
q(����) is a speciic resource quota of ���� , e.g., CPU, memory.
• �, ��� . We use ��� to denote a request from R� .

We model the cloud-edge-end network as an undirected graph. Nodes consist of masters and workers, which
are both available to deploy services. Masters also take charge of making scheduling decisions. Each worker is
connected to a master. A request is sent to a master node and then dispatched to suitable worker nodes. Nodes
are equipped with heterogeneous resources, which vary with time because of resource contention. The cloud can
be seen as a special worker node that is assumed to have unlimited resources.

We assume that edge services reside in one container but can have multiple replicas. Each replica has a default
resource quota. For service requests, we assume that they have roughly the same data sizes and thus have similar
resource requirements. Each request of a service share the same deadline T� , say ��� arrives at the system at time
� , if its processing results return to the sender before time � + T� , it meets the deadline; otherwise, it misses the
deadline.

2.2 Problem Formulation

In containerized edge computing environment, the request latency consists of ive parts, i.e., uploading L↑
��
,

transferring L����
��

, waiting L����
��

, processing L����

��
, and downloading L↓

��
latency. Assuming that the master

nodes forward the requests without bufering, we can describe the latency L�� as follows:

L�� = L↑�� + L
����
�� + L����

�� + L����

��
+ L↓

��
. (1)

For a speciic request that is generated at worker �� , transferred to master � �1, and executed at worker � �2, we
have:

L↑
��

=

����↑ (�� )
��, �1

,L����
�� =

����↑ (�� )
� �1, �2

,L↓
��

=

����↓ (�� )
� �2,�

,

L����

��
= ������� (�� (��� ), �� (�� ), �� (� �2), � (��)),

L����
�� =

︁

� ∈Q��

������� (�� (� ), �� (�� ), �� (� � ), � (��′ )) . (2)

Here, �� (·) returns the speciications of a request, a service, or a node; ������� (·) represents the latency model
that maps resource quota to the estimated latency; � (·) denotes the allocated resource quota. Q�� represents the
waiting queue on node � for service � . The details of latency modeling will be described in ğ3.1.

Our goal is to minimize the Deadline Miss Ratio (R) of services. We deine R for �� as follows:

R� =

|���� |︁

�=1

|{L�� | L�� ≥ T� }|
|{L�� }|

. (3)

We then draw up following execution and scaling policies:

Δ = {��� | ∀� ∈ ��� ( |� |),∀� ∈ ��� ( |���� |)},
Λ = {��� | ∀� ∈ ��� ( |� |),∀� ∈ ��� ( |���� |)}. (4)

��� is a variable that indicates if ��� will be forwarded to execution (��� = 1) or not (��� = 0). ��� is the scaling
plan of ��� , which contains two parameters: (1) the replica number of �� on each node |��� |; (2) the resource quota
of containers on each node Q(����).
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With the above notations, we can formulate the problem as the following optimization problem.
Find the values of Δ, Λ.

P : min
Δ,Λ

|� |︁

�=1

�� · R��� (�� )
�

(5)

� .� . �1 : ��� = {0, 1},∀� ∈ ��� ( |� |),∀� ∈ ��� ( |���� |)

�2 :
|� |︁

�=1

|��� | ·� (����) ≤ ��� ,∀� ∈ |� |,∀� ∈ ��� (∞)

The weight �� relects the users’ preferences towards the relative importance for services with diferent
priorities. It ofers a control knob to be tuned by edge operators or users to optimize diferent applications and
scenarios. In particular, we can decrease � to ensure the faster response of higher-priority services or vice versa.
Constraint �1 indicates that a service request can either be forwarded to execution or on-hold. Constraint �2

ensures that the computation resources can not exceed the resource capacity ��� for �� at time � .
The major challenge that impedes the derivation of the optimal solution to the above problem is the lack

of future information. To optimally solve P (Eq. 5), near-future information such as service workload and the
estimated completion time of a service request is required. Such information is diicult to predict in advance
accurately. Moreover, P (Eq. 5) is a mixed-integer nonlinear programming problem which is quite diicult to solve
even if the future information is known as a priori. As a result, we need a hybrid approach that can eiciently
adapt online conditions, make execution and scaling policies.

3 EVENT-DRIVEN LIGHTWEIGHT SCHEDULING

In this section, we would like to develop a lightweight algorithm to deal with the challenges mentioned in previous
sections. We irst build oline models to provide near-future information. We then develop a priority-based
scheduling algorithm to give quick decisions for each request. Finally, we discuss some practical issues.

3.1 Ofline Modeling

EdgeMan currently provides workload and latency models by default. Edge devices that are capable of running
containers are usually equipped with direct power supplies so we do not consider the energy model.

3.1.1 Workload Model. The characteristics of containerized edge services can be diferent [45], and so do their
requests. Some services have a high request rate within seconds [50] while others receive few requests across
hours [66]. Such diference will deinitely afect the accuracy of history-based models for the lack of data. To
obtain more precise workload models, we irst classify them into long- and short-term.

(1) For long-term services:We propose a distribution ittingmechanismwith incremental reinement. Concretely,
when a new service is tagged long-term (with few data points), we run a quick itting through common distributions
and choose the best one. As the requests keep coming, EdgeMan will choose to run a iner-grained itting locally
or on the cloud. The reinement process is executed periodically.
(2) For short-term services: Existing literature has explored well-established methods, such as regression

[26, 53], autoregressive models [33, 80], and neural networks [33, 78]. The challenge of adopting these methods in
CESs is how to address the model execution time scale and error rate trade-of gracefully. To tackle the problem,
we implement three workload models, including (1) a naive statistical model that takes the max value of several
prior samples as the predicted workload; (2) an ARIMA model; (3) a vanilla LSTM. At runtime, EdgeMan can
dynamically trade accuracy for latency or vice-versa via model switching.
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Fig. 1. Latency modeling methods comparison, including support vector regression (SVR), decision tree (DT), random forest

(RF), gradient boosting regression tree (GBDT), extra-tree (ET), linear regression (Linear), k-nearest neighbor (KNN), Adaboost

(AdaB), and bagging.

3.1.2 Latency Model. Ideally, we can build a white-box latency model in accordance with Eq. 1 and 2. For
example, we can leverage a Petri-Net-based model [45] to characterize the lifecycle of a containerized edge service
request and take advantage of queuing theory to model various waiting times [78]. Concretely, developers can
tune the end-to-end latency by manipulating diferent parts of the latency in accordance with the real-world
settings, e.g., network conditions, workload patterns, and service speciications. Unfortunately, the white-box-
based methods usually have strong assumptions about the environment that are hardly applicable in highly
dynamic edge scenarios. Furthermore, it is hard to model the complex lifecycle of a request precisely. So we uses
black-box-based methods to estimate the request latency.
EdgeMan considers the following features for latency models: (1) the characteristics of containerized edge

services, e.g., replica number and workload; (2) the runtime scenario of a request, e.g., network condition and
resource consumption; and (3) computing power of a hardware platform, e.g., the frequency, time slice and other
specs of CPU. After selecting the features, we evaluate a wide range of estimation methods from regression,
ensemble- and deep-learning-based models in terms of mean absolute error, training, and inference time (as
shown in Fig. 1). In our implementation, we use extra-tree regression as EdgeMan default solution. While
EdgeMan will also periodically renew or re-select the latency model for a service.

The workload and latency models are trained for each service. The datasets are collected via a few rounds of
oline execution under diferent settings (replica number, resource quota, etc.). When hosting a new service, we
need to repeat the above procedure, which might be time-consuming. We propose corresponding techniques to
reduce the cold-start time (detailed in ğ4.1).

3.2 Online Scheduling

3.2.1 Scheduling Actions and Mode. Given the oline models, we can try to decide on how a coming request is
executed, i.e., determine Δ and Λ as deined in Eq. 4. Towards this, we comprehensively survey existing literature
on container scheduling over three related topics: (1) cloud-edge system [28, 68, 74, 76, 79]; (2) Serverless
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Table 2. Scheduling action comparison between EdgeMan and existing solutions. ★: Note that there are some open-source

projects such as kube-batch [37] and Volcano [24] can enable batch job execution on K8s.

Category Service-level Request-level

Action Assign
Resource Allocation

Forward Ofload Batch Discard
Hold Scale Replica Scale CPU Scale Memory

Concordia [23] × √ × √ × √ × × ×
Sinan [79] × √ × √ × √ × × ×
Metis [68]

√ √ × × × √ × × ×
KaiS [28]

√ √ × × × √ √ × ×
KEIDS [34]

√ √ × × × √ × × ×
MArk [78]

√ √ √ × × √ × × √

NetMARKS [74]
√ √ × × × √ × × ×

Microscaler [76] × √ √ × × √ × × ×
BATCH [6] × √ × × × √ × √ ×
Fifer [27]

√ √ √ × × √ √ √ ×
Native K8s

√ √ √ √ √ √ √ ×★ ×
EdgeMan

√ √ √ √ √ √ √ √ √

computing [6, 78]; (3) 5G and IIoT [23, 34] and summarize their scheduling actions in Table. 2. We found that
most of the existing works focus on service-level scheduling instead of request-level, which can hardly support
real-time execution.
EdgeMan embraces the merits of SOTA arts and provides a large spectrum of scheduling actions, especially

for CESs. Concretely, EdgeMan can:

• Assign a service to diferent worker nodes (including the cloud, which is treated as a special worker node).
• Hold the resource allocation of a service as before.
• Scale up/down of a service, i.e., increase/decrease the replica number, CPU, or memory quota of a service.
• Forward a request to execution.
• Oload a request to another node.
• Batch a request into a waiting queue.
• Discard a request when it can never meet its deadline.

Another important aspect of a scheduler is the working mode, i.e., periodic or event-driven. Most schedulers
mentioned above work periodically with variant time intervals from 20�s to 1h. However, scheduling services/re-
quests with a ixed interval can either be resource unfriendly (interval is too small) or causes high deadline miss
ratios (interval is too large). What is worse, even if we manage to ind the magic value of scheduling intervals
empirically, it is still problematic when adding new services with diferent request patterns. So, we build a
scheduler that works in an event-driven mode. We carry out two simple simulations to further justify our claim.

We simulate a scheduler that composes three key logic components: (1) a scraper that grabs and parses current
resource statistics of worker nodes and requirements of requests; (2) a model executor that executes latency
models for diferent services; (3) a decision maker that calls heuristic algorithm solvers to generate execution
plans for requests.

Firstly, we start a daemon process that is constantly monitoring the average CPU utilization of the simulated
scheduler for 10 minutes with diferent scheduling intervals2. We generate 10 requests in the queue at the
beginning of every interval, each of which belongs to a distinct service. The decision maker uses random latency
models (as in ğ3.1) and heuristic solvers (as in ğ4.2) to make up decision plans for the 10 requests. Fig. 2 (a) shows

220 �s [23], 0.25s [28], 10s [76], 15s [34, 74], 60s [78]
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Fig. 2. Illustrative simulation results

the results. We can see that as the scheduling interval becomes shorter, the average CPU utilization becomes
larger.

Secondly, we generate 10 services with distinct deadlines, randomly inject 10k requests (1k for each service) to
a ix-interval scheduler. Requests follow diferent distributions (uniform, zipf, and poisson in this simulation).
The deadlines are uniformly sampled around its interval at a step of 5%, i.e., let the interval equals to 10s, then the
deadlines for 10 services are: 5s, 5.5s, ..., 9s, 9.5s. Assume that each request will inish immediately once scheduled
(i.e., with zero execution time). We measure the average deadline miss ratio. Fig. 2 (b) shows the results. We can
see that a ix-interval scheduler itself can cause high deadline miss ratio (up to 50%) regardless of models or
scheduling algorithms.
Although Metis scheduler works in the event-driven mode, it is designed for long-running applications and

its scheduling decision time will last tens of minutes [68], which is not suitable for our scenario. As a result,
EdgeMan builds a scheduler that works in an event-driven mode but proposes scheduling algorithms on its own.

3.2.2 Priority-based Fair Scheduling Algorithm. When multiple requests of diferent services arrive simultane-
ously, EdgeMan will decide the resource allocation sequence for each service, i.e., the execution plan for the
corresponding requests based on the service priority. Moreover, considering the distinct characteristics of long-
and short-term services, EdgeMan borrows the idea of Jain’s fairness index [32] in network engineering to
balance the varying workload features for services with the same priority. Concretely, we redeine the fairness
index as follows:

J (�1, �2, ..., � |� | ) =
(∑ |� |�=1 �� )2

� ·∑ |� |�=1 (�� )2
=

�̄2

�̄2
, (6)
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where �� is the proportional workload for �� , e.g., a typical �� can be deined as follows:

���_��� �� ������ 1������

���������. ���_��� �� ������ 1 ℎ���
. (7)

To achieve a given fairness level � , one approximate method is to let �� = � · �� , where � =
1−�+

√
1−�

�
and � is

an arbitrary factor, typically used for normalization.

Algorithm 1 Priority-based fair scheduling algorithm

Input: Request list ���_����� , fairness level � , arbitrary factor �, specs of services and nodes ����� , service models� , current
timestamp � , service deadlines T .

Output: Allocation sequence ���� , execution plan �� .
1: ���_������ ← group(���_����� , key=����� .s.priority)
2: for � ∈ ���_������ do
3: index← cal_index(�, � , �)
4: �← sort(�, key=index)
5: ���� ← ���� ∪ {g}

6: for ��� ∈ ���� do
7: if not service_is_assigned(���) then
8: �

���
� ← �

���
� ∪ {łassignž}

9: for ��� ∈ ��� do

10: if � + cal_T(� , �����) ≤ T��� then

11: �
���
� ← �

���
� ∪ {łforwardž}

12: else if � + cal_oload_T(� , �����) ≤ T��� then

13: �
���
� ← �

���
� ∪ {łoloadž}

14: else if � + cal_worst_T(� , �����) ≤ T��� then

15: �
���
� ← �

���
� ∪ {łbatchž}

16: else if � + cal_scale_T(� , �����) ≤ T��� then

17: �
���
� ← �

���
� ∪ {łscalež}

18: else

19: �
���
� ← �

���
� ∪ {łdiscardž}

20: �� ← �� ∪ �
���
�

21: return ���� , ��

Algorithm 1 shows the pseudo-code of our algorithm. The input of the algorithm contains: (1) The request list
at timestamp � , ���_����� . (2) The fairness level � and arbitrary factor � are used in the fairness index calculation.
(3) Speciications of services and nodes ����� together with service models � , which estimate workload and
latency. (4) Service deadlines T . The output is the resource allocation sequence ���� and execution plan �� for
each requests.

We irst group together requests with the same priority (Line 1). Then, we calculate the fairness index for each
group and sort the group accordingly (Line 2-4). We can thus aggregate the sorted group and get the allocation
sequence (Line 5). After that, we iterate each request in each priority group to generate the execution plan in
the sequence of forward, oload, scale, and discard (Line 6-19). Speciically, we will check if the service that
the requests belong to has been assigned to a worker node (line 7-8). When a request can presumably meet
its deadline, it will be forwarded directly (Line 10-11). Otherwise, we irst try to oload the request because it
requires no adjustment on local nodes (Line 12-13). If the current network condition is poor or the transmission
data is too large, we can try to batch the request for a while, e.g., a user-deined interval, waiting for potentially
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Fig. 3. Data preparation time for latency models.

less stringent context (Line 14-15). If batching is not viable, we then evaluate the possibility of scaling the service
(Line 16-17). If the above methods still cannot enforce the request to meet its deadline, it will be declined (Line
19). Finally, we can aggregate and get the execution plan �� (Line 20). EdgeMan scheduler will parse and enforce
the plan thereafter.

However, there are still some practical issues when providing real-time support for containerized edge services.
First, building precise oline models for each service requires comprehensive proiling, which has the cold-start
problem and is time-consuming. Second, computing resource is essential, especially for those resource-constrained
edge devices, how to efectively allocate just enough resource when scaling is also essential. We will further
address the above issues in the next section.

4 BOTTLENECK-AWARE PROGRESSIVE RESOURCE ALLOCATION

As we have mentioned in the previous section, oline modeling is hardly applicable for its exhaustive proiling. In
this section, we would like to propose a bottleneck-aware progressive resource allocation mechanism to address
this.

4.1 Progressive Botleneck Metric Modeling

To get a precise model, we have to use small sampling steps and the resulting preparation time is high. We carry
out a simple simulation to illustrate the time scale. We split sampling time into two parts, the request processing
time and container restart time3. We measure the request processing time under maximum resource quota and
use that for smaller resource quota, which is a substantial underestimation. We also measure the container restart
time. The simulation is run through diferent sampling steps. Results are shown in Fig. 3. We can see that the
time scale can reach a hundred hours for one service.

Fortunately, not all sampling steps are required. For CPU-intensive services, memory or other resources may
have a negligible efect on the execution eiciency and vice versa. Instead of exhaustive proiling, we propose
a progressive bottleneck metric modeling method to proile relevant resources eiciently. The basic idea is to
measure the gradient between latency and resources. However, such a simple model might not function well
as the relationship between resource quota, and service performance can have non-linearity. Towards this, we

3Currently, changing the resource quota of a K8s pod will cause a mandatory restart. The community is working on an in-place resource
update.
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divide resources into diferent levels, e.g., say a service is allocated with 1 CPU core, we can divide the intervals
every 0.1 and get ten gradients. After that, we merge the levels with similar values and get the inal sequence.
Formally, the above process is summarized in Algorithm 2.

Algorithm 2 Bottleneck metric determination algorithm

Input: Resource quota set � , service set � , level intervals ����� , similarity factor �� , convergence factor �� .
Output: Bottleneck metric sequence ����.
1: for � ∈ � do

2: for � ∈ � do

3: min� ← ind_Valley(� , �, �� , repeat=5)
4: max� ← ind_Plateu(� , �, �� , repeat=5)
5: Levels← gen_Levels(min� , max� , Inter� )
6: Levels← merge_Levels(Levels, �� )
7: for ����� ∈ Levels do
8: ���� ← cal_Grad(����� , repeat=3)
9: ����_�_�_� ← ����_�_�_� ∪ {����}

10: ����_�_�← ����_�_� ∪ ����_�_�
11: ����_� ← ����_� ∪ ����_�_�
12: ����_� ← prune(����_� , �� , primary=3)
13: ����← ���� ∪ ����_�
14: return ����

For a resource type of a service, we irst probe the min/max values and generate levels (Lines 1-5). Then we
merge levels with a predeined similarity factor �� (Line 6). Given the inal levels, we iteratively calculate the
gradient (Lines 7-8). We can then aggregate gradient sequence across levels and resource types (Lines 9-11). The
bottleneck metrics are determined by pruning unimportant resource types (Lines 12-14).

Although faster than the brute-force method, exhaustively determining bottleneck metrics can still hardly be
done in real-time. Fortunately, this method has a short start-up time. We can run a few rounds of the algorithm
and get the rough bottleneck model for each resource. A background daemon can then reine and update the
model progressively.

4.2 Extensible Resource Allocation Mechanism

Given the oline models (from ğ3.1), resource allocation sequence (from ğ3.2), and bottleneck metric(s) (from
ğ4.1), we further advocate the resource allocation mechanism. The objective is to decide how many resources
should be allocated for a service. The basic idea is to search the allocation space in a bottleneck-aware manner.

Considering the exponentially large space, searching for the optimal allocation is impractical. EdgeMan lever-
ages heuristic algorithms to give a sub-optimal but acceptable solution in a short time. There are various algorithms
to choose from, such as Diferential Evolution (DE) [59], Genetic Algorithm (GA) [73], Simulated Annealing (SA)
[64], Immune Algorithm (IA) [67], and Particle Swarm Optimization (PSO) [35], etc.
To comprehensively evaluate the eiciency of existing heuristic algorithms, we run ive widely-adopted

alternatives in EdgeMan testbed with sample traces and keep track of their resultant latency mean absolute error
(compared with a user-deined deadline), algorithm processing time, and the memory footprint. As shown in
Table. 3, PSO prevails other algorithms in terms of MAE, processing time, and memory footprint. So we choose
to use PSO as the decision-maker.
With the help of bottleneck metric, EdgeMan can further speed up the searching procedure. We can ix

resource types that are not included in bottleneck metrics with a slightly larger value than the minimum. Such
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Table 3. Heuristic algorithm comparison

Algorithms MAE Processing Time Memory

DE 0.00704s 0.0352s 0.434MB

GA 0.00706s 0.1111s 0.344MB

SA 14.85270s 0.2353s 0.008MB

IA 128.37839s 0.1892s 0.371MB

PSO 0.00704s 0.0193s 0.016MB
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a method dramatically reduces the dimension of the search space. Also, we can greedily search the bottleneck
metrics from the most important to the least, which can be interrupted but still give good results.

5 IMPLEMENTATION

In this section, we will briely introduce K8s and the key features relevant to this work, followed by an overview of
the proposed extended components. Fig. 4 shows the overall system architecture of K8s that integrates EdgeMan.
1) K8s: K8s is a framework designed to orchestrate containerized workloads on clusters. The basic building

block is a pod, which encapsulates one or more tightly coupled co-located containers that share the same set of
resources. The amount of requested and/or limited resources (including CPU, memory, storage, etc.) is suggested
to be speciied for a pod in order to make reliable decisions on pod placement (scheduler). A pod is designed to
run a single instance of an application. As a result, multiple pods can be used to horizontally scale an application
(controller). K8s API server validates and conigures data for the API objects. Kubelet is the primary łnode agent"
that can register nodes with the API server, and monitoring the running status of a pod, where cAdvisor provides
an understanding of the resource usage and performance characteristics.
2) Extended Components: On master nodes, the Istio controller will take over all the requests of registered

services into request queue and waiting for the execution plan of EdgeMan scheduler. More speciically, an Istio
sidecar (i.e., an Envoy proxy) will be injected into each service for request routing. EdgeMan also integrates Jaeger,
a distributed tracing tool that can grape the request route and latency. We implement a python gRPC client that
will grab tracing results from Jaeger. The metric aggregator will continuously monitor the state of nodes and pods
in the cluster, including current replica number, resource consumption, and network conditions. The collected
data are formalized and stored in a time-series database InluxDB, which is a popular open-source solution in
time-series data storage. Given the formalized metrics, the estimator makes predictions not only on the coming
workload of services requests but the completion time of the requests, which enables the EdgeMan scheduler to
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draw up proper scheduling policies. On worker nodes, we build a request generator module that will generate
requests when the system has idle resources for progressive model reinement. EdgeMan runtime continuously
fetches metrics from kubelet and transmits them to the master nodes.
As mentioned in ğ3, EdgeMan scheduler works in an event-driven manner. More speciically, the scheduler

will be triggered by the following three types of built-in signals:

(1) request-arrival: whenever a new request arrives.
(2) resource-changed: when the typical resource (e.g., CPU, memory, bandwidth, etc.) changes greatly (deter-

mined by a user-deined threshold).
(3) time-expired: users can deine timers that enforce EdgeMan scheduler work periodically; whenever a timer

expires, the signal will trigger the scheduler.

Note that users can also deine new signals for EdgeMan scheduler, e.g., request-inished. Due to the non-
in-place nature3, request-triggered resource reallocation is currently not realistic. Towards this, EdgeMan pro-
vides two alternatives. One and the default version is K8s native, i.e., periodically sync and change the re-
source allocation. The other is the user-customizable trigger. For example, users can deine a trigger as łIF

R��� (�� )
�

> �ℎ���ℎ��� �� �ℎ� ������ 10������� THEN enforce resource reallocationž.
Results of EdgeMan scheduler includes service- and request-level. The former consists of the service assignment

plan, the replica number, and the resource quota. The latter consists of the request execution plan i.e., to forward,
oload, batch or discard the request. The results will be sent to corresponding modules that take charge of the
execution.

6 EVALUATION

Our evaluation tries to answer the following two questions:
How does EdgeMan perform in practice?We build a three-service testbed and generate requests according

to realistic situations. Testbed experiments (Fig. 7, 8, and 11 (a)) show that EdgeMan can achieve eicient
request-level scheduling and resource allocation with low overhead.

How efective is EdgeMan in large-scale scenario? Large-scale simulations (Fig. 5, 6, 9, 10, 11 (b), and (c))
show that EdgeMan workload model can cope with highly dynamic situations.

6.1 Services and The Host Machine

We use the following three time-sensitive services throughout the experiments. The LPR service recognizes the
license plate number from a ix-size image. We use the widely deployed OpenALPR [51] as the service backend.
The VC service counts the number of vehicles from a ix-size video. We use TensorFlow object counting API [5]
to implement the service backend. The VD service classiies a ix-size time-serial accelerometer data into ive
diferent levels of vibration. We use a simulated KNN-based implementation [18]. We set up RESTful API servers
for these services and pack them up into K8s pods.

To host the above services, we use a single PC as both the master and worker. It is equipped with an Intel Core
i7-8700 CPU @3.2GHz and 32 GB memory. The following real-world and simulation experiments are carried out
on the PC. Our testbed is only an illustrative implementation of our design. We believe that such a single PC
setup for holding three single-module services and proving that the efectiveness of EdgeMan is enough. In the
future, we will adapt our solution to more complex situations such as services with multiple modules and use a
large-scale cluster to evaluate.

6.2 Baselines

EdgeMan includes a scheduling algorithm and a resource allocation mechanism.
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Fig. 5. Snapshots of the Alibaba trace with fiting results and overhead.

6.2.1 Scheduling Algorithm Baselines. We compare our solution with two K8s baselines: HPA and VPA. Specii-
cally, HPA scales services horizontally, i.e., adding/reducing the number of replicas in accordance with predeined
CPU and memory threshold, which is set to 80%. VPA scales services vertically, i.e., adding/reducing the resource
quota based on usage history. We also include SOTA works in related areas. Speciically, we group them into two
categories: (1) Only scale CPU cores [23, 79] (referred to as SCPU). (2) Only scale service replicas [30, 76, 78]
(referred to as SREP). Note that most existing schedulers work in a periodic manner, to compare fairly, we use
three scheduling intervals that are closer to the three services we evaluated: 20�s [23], 0.25s [79], and 1s [28]. In
the following experiments, SCPU and SPRE will be evaluated under these intervals and we keep the best results.

6.2.2 Resource Allocation Mechanism Baselines. To compare resource allocation mechanisms. Similarly, we use
HPA, VPA, SCPU, and SREP as baselines. HPA will increase/decrease resource allocation in the unit of service, e.g.,
say a service is scaled up from 1 to 2, the resource will be doubled. VPA will increase/decrease resource allocation
in a more ine-grained way, i.e., a small portion of CPU or memory for all replicas. SCPU only increases/decreases
the CPU quota in the unit of cores. Note that SREP, in terms of scheduling or resource allocation, is exactly the
same as HPA, except that SREP uses the same workload and latency estimation/trigger from EdgeMan.

6.3 Main Results

6.3.1 Workload Prediction. As there are no publicly available traces for our services, we synthesize service
workload based on Twitter [56], and Alibaba [7] traces. We believe that Alibaba traces can provide real-world
request patterns for long-term container-based services. In contrast, Twitter traces serve as a good micro-
benchmark for short-term service as it has highly dynamic workloads.

We group Alibaba traces according to trace length and evaluate the performance of diferent distributions for
one trace and the overall performance across traces. Results (Fig. 5) show that the long-term workload models
can quickly converge with a reasonable number of data points. On the other hand, we use 20 days of Twitter
traces within a month to train short-term workload models while the rest for testing. Fig. 6 illustrates a snapshot
of the trace along with the prediction results and the overhead. The overall results show that the prediction
accuracy is good enough for the Twitter trace, which means EdgeMan short-term workload model can handle
complex and dynamic circumstances.
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(BF), and our method with (Ours) or without botleneck metric awareness (Ours-).

6.3.2 Scheduling Eficiency. To evaluate the scheduling eiciency, we generate two types of workloads, i.e., the
constant (or periodical) and sudden workload for the LPR service. We monitor and measure the scheduling policy
generation time (not including the time of enforcing the policy) of HPA, VPA, and EdgeMan for 100 times. We
do not include SCPU and SREP here as they work in a similar periodical manner with HPA and VPA. Results are
plotted in Fig. 9-10. We can see that K8s HPA and VPA are not sensitive to the workload type; they just constantly
grape metrics and generate decisions in a request-unaware manner. While EdgeMan will react to each request,
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which sufers performance degradation as the number of requests increases. Such degradation is still acceptable
when the concurrent workload is less than 100,000.

6.3.3 Resource Allocation Performance. We evaluate the allocation performance in terms of latency and resource
eiciency. (1) We measure the time of generating a resource allocation plan for four methods: Brute forth (BF),
BF with bottleneck metric awareness (BF+), our method without bottleneck metric awareness (Ours-), and our
method (Ours). We simulate a number of virtual services and use the same step to search the whole resource
allocation space. (2) We generate and inject arbitrary requests for the three services and empirically obtain the
optimal resource allocation (marked as Opt in Fig. 9 and Fig. 10). Then we measure testbed resource allocation
results for EdgeMan and other baselines.
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For allocation plan generation (Fig. 8), the brute-forth method, even with bottleneck metric awareness, still
takes a longer time than our method. For allocation eiciency, we plot the optimal resource as blue bars in Fig. 9
and Fig. 10. We can see that existing solutions tend to give under- or over-estimation results while EdgeMan is
obviously more resource-eicient, saving 76.79% of CPU and 1.18x of memory resources on average compared to
baselines.

The main reasons that EdgeMan can perform better than baseline are two-fold: (1) Our scheduler works in an
event-driven and workload-aware manner, which is more reactive than that of periodical scheduling. Speciically,
for computation-intensive services (e.g., VC), HPA and VPA may even not be able to give resource allocation
before the service is crushed by requests. (2) EdgeMan builds bottleneck metric models for each service, which
therefore can help to allocate resources in a well-targeted way with higher eiciency.

6.3.4 End-to-End Deadline Miss Ratio. We design three scenarios to evaluate our solution in periodic and
dynamic real-world traces with distinct patterns. Speciically, we (1) adopt the arbitrary testbed settings and
send periodical requests for each service (0.7s/req for LPR, 9s/req for VC, 0.1s/req for VD); (2) use Alibaba traces
to generate long-term requests that follow the Gaussian distribution; (3) regroup Twitter traces according to
the total number of requests in 1 minute and choose a representative trace group 2000 (i.e., there are more
than 2k requests within 1 minute); we arbitrarily sample the request arrival time in the group and form a
sequence. The original request pattern of both Twitter and Alibaba is more suitable for the cloud or datacenter
setting. To make it more suitable for the edge scenario, we have adjusted the workload in accordance with
the hardware performance. For example, we leverage the information provided in the dataset schema of the
Alibaba trace to tune the workload. Speciically, in machine_meta.csv and machine_usage.csv, we can know
the number of CPU (cpu_num) and memory size (mem_size) on a typical machine (machine_id). Given the
information, we can then adjust the workload by multiplying a ratio, which typically can be deined as: ����� =

���_���_� � _�������_��/���_���_� � _�������_���ℎ��� . On the other hand, the scheduling intervals are set
to default for HPA and VPA (i.e., 15s). While to strike a fair comparison with academic works, we use a minimal
interval (20�s [23] in our experiment) and use our workload and latency models for SCPU and SREP. We then
send the generated requests and record the deadline miss ratio.
Fig. 11 shows the results. We can see that: (1) For periodical and short-term requests, existing works tend

to perform poorly due to the long sync period and request unawareness (Fig. 11 (a) and (c)). (2) For long-term
requests, existing works can have a fair performance (Fig. 11 (b)). While we can do well in all three scenarios
due to the fast decision-making and the request-level control loop. The overall deadline miss ratio is reduced
85.9% on average.

6.4 Overhead

Table. 4 shows the overhead comparison among EdgeMan, Microscaler [76], andMArk [78]. Themetric aggregator
module takes 0.7 ∼ 2% single CPU utilization when collecting model input of estimator. To give accurate latency
and workload prediction results, EdgeMan consumes less than 0.01 and 0.1 seconds with little memory footprint.
In EdgeMan scheduler module, it takes less than 0.1 seconds to generate multidimensional scheduling policies for
one service; while Microscaler and Mark require much higher resources. The main reasons that EdgeMan can
achieve such eiciency are that: we (1) adopt fast latency models; (2) use diferent workload models to cope with
resource budget; (3) the scheduling and allocation mechanism is lightweight.

7 DISCUSSION

In this section, we will discuss future research directions or improvements towards EdgeMan.

7.1 Assumption Relaxation
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Table 4. Overhead comparison

Functionality
Overhead

EdgeMan Microscaler MArk
Data Collection 0.7 ∼ 2% 5 ± 1% ≥ 2%

Violation Detection <0.01 sec ∼0.2 sec
2∼10 min

Schedule Decision <0.1 sec ∼2 min

In ğ2 we have made the following assumptions to simplify the real-time support problem:

(1) The end devices are connected to the edge network via wired cables.
(2) The edge service resides in one container.
(3) The requests of a service share the same data sizes.
(4) The edge devices have direct power supply.

These assumptions might not hold in other cases and thus will need to be relaxed.
For assumption (1): Although there are many edge scenarios that the end devices are indeed connected to the

edge networks via wired cables (e.g., structural health monitoring [15] and natural hazard monitoring [47]), there
are also scenarios that require wireless connection from end devices to the edge (e.g., building-centralized system
[72] and video interpretation [75]). In these scenarios, the network conditions might not be so stable as wired
connection. Fortunately, there are many research works on throughput or bandwidth prediction [46, 48, 77] for
all kinds of transmission protocols in the literature. Users can build and integrate network models seamlessly in
EdgeManas workload and latency models.
For assumption (2): Some edge devices have limited computing resources and thus are capable of holding

small-scale edge services, which can reside in one single container. There are, however, some other edge de-
vices are equipped with abundant resources, e.g., edge servers. It is beneicial to evaluate EdgeMan in more
complex scenarios, e.g., the containerized edge services are composed of many micro-services or the number of
containerized edge services is large. In such scenarios, a larger scale K8s cluster (e.g., 1 master + 9 workers) may
be necessary. Unfortunately, there are limited real-world edge benchmarks that are suitable for such complex
scenarios according to the survey conducted by Varghese et al. [65]. So, we instead run large-scale simulations
using traces provided by Alibaba cloud and Twitter (see Fig. 11).
For assumption (3): In reality, it is quite hard to estimate how many data a request carries. We can try using

history-based methods to predict or just set the deadline of that service to the worst case (i.e., latency required to
process the empirically maximum data sizes).
For assumption (4): There are also cases that energy consumption matters even with a direct power supply,

e.g., in 4G/5G cell towers or large-scale edge clusters. Similar to assumption (1), there are also works make
efort to save energy for edge computing systems [27, 34, 62]. EdgeMan can enable energy-aware scheduling by
integrating energy proiles and models of worker nodes and service requirements.

7.2 Work in Other Setings

7.2.1 Deadline Setings. In our setting, it is the service users who deine the sensible threshold critical to
maintain quality of service. One way to set the deadline is to multiply the one-shot execution time (the smallest
average execution time of this service on this edge node) to a ratio that is a typical proportion, e.g., 10%. As
EdgeMan focuses on reducing the end-to-end deadline miss ratio for time-sensitive services, so we set a relative
stringent deadline for each of them (e.g., 5% for VC), just for illustration. It is also worth noting that the deadline
settings for services do not afect the efectiveness of EdgeMan.
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7.2.2 Long Services. It is true that edge system operator should make long services (e.g., 10 secs such as VC)
to be served as asynchronous task, which in turn requires users to constantly polling the service results of
the requests instead of using synchronous API calls. However, for end users who actually call the service, no
matter it is a synchronous or asynchronous call, what users care about is the perceived end-to-end latency. It is
possible that EdgeMan latency model will sufer from a performance degradation for services that are called in
an asynchronous manner (e.g., because of the extra overhead of database access), we argue that we can make
compensation for the original models or design typical features for this situation, and we leave it for future
exploration. With proper modiications of the latency model, we believe that EdgeMan can also work well for
these services.

7.2.3 Running and Evaluating EdgeMan over a Larger-Scale Testbed. As we mentioned in ğ6.1, our testbed is only
an illustrative implementation of our design, and we plan to adapt our solution to more complex situations such
as services with multiple modules and use a large-scale cluster to evaluate. We believe that EdgeMan can work
seamlessly in complex scenarios that require larger scale K8s cluster for the following three reasons: (i) The K8s
infrastructure EdgeMan runs on top of can be naturally extended to more workers and cloud testbeds such as
CloudLab [20] can provide enough hardware resources to operate. (ii) In such cases, services are usually spread
out in many containers and current latency models might not be so accurate as before. One naive solution is to
build inter-communication models one-by-one for the service. Or we can extract features from service topology
and build new latency models like Sinan [79]. Moreover, if the containerized edge services are composed of
multiple micro-services, we can tune our latency model like Kraken [12] and StepConf [71], which take explicit
consideration of multiple micro-services to yield better modeling performance. (iii) When dealing with scenarios
with multiple micro-services, it is also beneicial to take explicit consideration of cross-module or cross-machine
interactions. We can update EdgeMan scheduler by leveraging the scheduler plugin of K8s to implement new
scheduling policies as in NetMARKS [74] and Beam [57].

8 RELATED WORK

In the literature, there is a large body of research on performance modeling and service scheduling. Here, we
introduce relevant recent works in containerized edge computing scenario and discuss the diference with
EdgeMan.

8.1 Workload and Latency Modeling

MobiQoR [38] models the service response time and app energy consumption in a white-box manner, considering
features like time of data transfer, task processing, and power. But MobiQoR does not take the efect of multi-
thread execution and dynamic workload into consideration. To tackle this issue, Guan et al. propose Queec [26],
where they use regression techniques to model the execution time and the workload of speciic edge services. In
line with the above works, Loghin et al. [40] give a thorough analysis of the performance in hybrid edge-cloud
processing; they build diferent processing time models under edge-cloud situations considering only the data
size of the transmission. Other works [19, 42] leverage M/M/C queuing model and divides the overall latency
into transmission delay, routing delays, and the cloud processing time. Medel et al. [43ś45] use a Reference Net
to model the lifecycle of a K8s pod. MArk [78] leverages a vanilla LSTM as the default workload model and
uses two heuristic-based methods to capture the characteristics of ML service latency. More recently, Sinan [79]
introduces a hybrid approach that integrates a multi-channel CNN and a Boosted Trees to model end-to-end
latency of container-based applications.

Unfortunately, the aforementioned works cannot adapt to highly dynamical context of CESs. Main reasons are
two-fold: (1) They do not consider unique characteristics (e.g., interval pattern) of workloads for CES service. (2)
The proposed methods fail to achieve reactive model update because they use either heavy-weight simulation
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tools [43ś45] or require enough data for thoroughly retraining [78, 79]. EdgeMan, on the other hand, proposes
a lexible mechanism that can adapts to dynamic workload patterns by model switching. We also implement
lightweight latency models based on unique features of CESs, enabling dynamic model update.

8.2 Containerized Service Scheduling

Most of existing works on containerized service scheduling focus extensively at pod level, i.e., the minimum
scheduling unit is a pod. These works can be further categorized by scheduling actions.

Firstly, researchers pay their attention on pod assignment (i.e., deciding to deploy a pod on which node in the
cluster). Zhang et al. [70] use native K8s pod scheduling score (i.e., priority, deciding which pod to be scheduled
irst) and propose an improved PSO algorithm to make the decision. Ungureanu et al. [63] propose a scheduler
that encompasses both centralized and distributed functionalities to enable optimal pod placement. KEIDS [34]
formulates an integer-linear-programming-based multi-objective problem to minimize energy consumption
and assigns service that can have less interference with each other in IIoT scenario. While Townend et al. [62]
consider the energy issue in data centers. They incorporate software with hardware models for the K8s scheduler
and yield a 10-20% reduction of power consumption. Chima Ogbuachi et al. [14] look at the K8s scheduling at a
real 5G infrastructure. They introduce a new priority score that considers 5G speciic features to assign pods.
Wang et al. [68] use reinforcement learning to properly place pods and improve the throughput performance
of long-running containerized applications. Rodriguez et al. [52] make a step further. They use a best it bin
packing to assign pods and propose a simple autoscaler to decide whether to start a new node or shutdown an
existing node. More recently, Wojciechowski et al. [74] integrate dynamic network metrics into K8s scheduler
and improve application response time in the cross-node communication scenario, which is superior to work
proposed by Santos et al. [55] that leverage static network condition, i.e., RTT, to optimize pod placement. Zhong
et al. [81] advocate a heterogeneous task allocation mechanism that save the cost by task packing. El et al. [22]
build a model for K8s pod lifecycle and propose a new algorithm that assign pods to heterogeneous cluster
consisting of CPUs and GPUs.
Another line of works concentrate on pod auto-scaling (i.e., dynamically add or reduce the number of pod

replica). Zhao et al. [80] use the ARIMA to predict workload and scale the service accordingly. KubeSphere [11], on
the other hand, focus on fair resource allocation for each service. More recently, Rzadca et al. advocate Autopilot
[54] that uses machine learning algorithms (e.g., exponentially-smoothed sliding window and meta-algorithm)
applied to historical data to optimize both HPA and VPA, yielding better resource utilization and less OOM
efects. Toka et al. [61] assume Markovian request arrival and combine queuing model with a reinforcement
learning-based policies to estimate request number throughout a day and proactively scale the pods. Choi et al.
propose pHPA [16], which proactively bootstrap pods for chained microservices with the help of a GNN-based
model.
To provide real-time support in CESs, only pod-level scheduling is not satisfactory. Requests can still violate

their deadlines without triggering any pod-level scheduler monitors. There are, however, little works pay attention
to request-level scheduling for containerized services. Microscaler [76] introduces a scaling score that considers
request-level features (e.g., the average latency for the slowest 10 percent) and uses Bayesian optimization to
decide the number of pods. KaiS [28] proposes a learning-based scheduling framework that can maximize the
long-term system throughput by dispatching requests, placing and scaling service.

Unlike the above works, EdgeMan focuses on request-level real-time scheduling for CESs. We explore broader
action space, deal with unique challenges, and yield better results.
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9 CONCLUSION

In this paper, we conducted a study of operating real-time CESs. We proposed EdgeMan, a holistic autoscaling
solution that integrates a request-aware lightweight scheduling algorithm and a bottleneck-aware eicient
resource allocation mechanism. Evaluation results show that compared with exiting solutions, EdgeMan yields
signiicant deadline miss ratio reduction (85.9% on average) while incurs acceptable overhead. In the future, we
will consider more practical CES situations such as complex services, scheduling fairness, large-scale testbed
experiment, etc.
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